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1. Problems

Basic Concept

the concept of "meme" first appeared in 1976 in the book The
Selfish Gene (Figure 1) by Richard Dawkins (a British author
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Basic Concept : Meme



1. Problems

Basic Concept

An "Internet meme," often abbreviated as "meme," is an idea, a
famous saying, a trend, or a behavior that is spread on the internet [1]

*“GANT GET FIRED

IF YOU DONT HAVEA JOB

Meme: Gift Meme: Image + text Meme: only Image

(1) L. K. Borzsei, “Makes a meme instead,” Sel. Works Linda Borzsei, pp. 1-28, 2013.



1. Problems

Basic Concept

JSCALL ME WHEN

"Image macro" is the most common form of internet meme; it consists of
an image and a short piece of text overlaid on top of the background. [2]

" !

\S
YOU EIIIIW Ill"

Image macro

[2] J. Lugea, “The pragma-stylistics of ‘image macro’internet memes,” Contemp. Media Stylist., pp. 81-106, 2019



1. Problems

Basic Concept
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Meme Internet
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1. Problems

Issues surrounding hateful content on social media

+ We have to understand and o a

Atlantic

combine the visual and Gean eunore
textual content of the meme ' ¢ *

R @ A Black Sea

Data manually labeled by humans: AFRICA
+ not comprehensive

+ subjective

+ conflicts and arguments [1]

© Encyclopmdia Britannica, Inc. LTSRSt

What separates humans from animals? RT @CarSalesBossMan: I'm not sexist but http:/t.co/tkYiFGEs16

[1] R. Gomez, J. Gibert, L. Gomez, and D. Karatzas, “Exploring hate speech detection in multimodal publications,” in Proceedings of the IEEE/CVF winter conference on applications of
computer vision, 2020, pp. 1470-1478.



2. Related works
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labeled video

Unlabeled video
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lexical
= encoder

I am sad.
Iexical signal

latent representation

Employs auto-

on emotion
recognition. [1]

encoder to train
end-to-end SSL

Hateful Meme Challenge
'

concatenation

— Labeled data flow
~== Unlabeled data flow

Some studies about multimodal semi- :
supervised learning but on different tasks.

~emotion
classifier =

classification loss

FW’

hey mia, did you wash your hands?

Linear + Softmax layer

Multimodal
fusion

goeee
Pretrained lexical
encoder

Current SOTA on multimodal semi-
supervised classification on text and

image: Comprehensive Semi-Supervised 8 P i e
Multi-Modal Learning. [3] ‘ '
@.- ——— hey mia ur hands "Hl*il.'+).*ll

Pre-train lexical and acoustic
encoders on large-scale unlabeled
data, then supervised finetune to
predict punctuation on speech. [2]

There are some competitions or datasets for meme
sentiment analysis. Most of the top solutions are
supervised learning, based on CLIP or VisualBERT.

CMML

[1] J. Liang, R. Li, and Q. Jin, “Semi-supervised multi-modal emotion recognition with cross-modal distribution matching,”
[2] M. Sunkara, S. Ronanki, D. Bekal, S. Bodapati, and K. Kirchhoff, “Multimodal semi-supervised learning framework for punctuation prediction in conversational speech,”
[3] Y. Yang, K.-T. Wang, D.-C. Zhan, H. Xiong, and Y. Jiang, “Comprehensive Semi-Supervised Multi-Modal Learning.,”



3. Motivation

e Firstly, the data collected on the meme to serve the research of combining
images and text is still small; on the other hand, the cost of hiring labor to re-
label is relatively high.

e Second, there are now studies on this issue, mainly results from
competitions. However, most research groups go toward supervised learning.

We will use the MAMI (Multimedia Automatic Misogyny
Identification) dataset [4] to identify and identify memes with
inappropriate and sexist content against women

[4] E. Fersini et al., “SemEval-2022 Task 5: Multimedia Automatic Misogyny Identification,” in Proceedings of the 16th International Workshop on Semantic Evaluation (SemEval-
2022), Seattle, United States, Jul. 2022, pp. 533-549. doi: 10.18653/v1/2022.semeval-1.74.
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1. Transformer architecture

+ Transformer block was originally introduced in “Attention is all you need” paper.

: QKT
Attention(Q, K, V) = softmax Vv

/a.

MultiHead(Q, K, V) = Concat(heady, ..., head,)W°

where head; = Attention(QW,%, KWK, vw})

H]i

Ilustration of transformer block



2. Language Models

First introduced in paper BERT: Pre-
training of Deep Bidirectional

Transformers for Language Understanding.

Pras) Pa Piser) | Positional embedding
+
- - Token embedding
Embedding
look-up
Diag) ’ ‘ IDy | === s | IDp-y ‘ ID, ’ ‘ IDISPI’ Token ID

Illustration of language models



3. Vision Transformer

Vision Transformer (ViT)

MLP
Head

Transformer Encoder

SRS PP PP ECT:

#* Extra lcarnable

(class) embedding Linear Projection of Flattened Patches

A
. :..l \
: i 1, _ ——
i ~

VIiT Architecture



4. Multimodal

CLIP

Paper: Learning Transferable Visual Models From
Natural Language Supervision.

For image feature extractor: an Image with

size HXW will be divided into n patches P with size pxp.

P e RPXP
embedding encoder
én @en én
£ ? Et'ma.qe ’ Hima.qe
- en
Fimage T Himage[O]

For text feature extractor: an input sequence of words S = Hyext

{wl,w2,..,wm} will produce .

_ em
Ftext == Htext[Eos]

Pepper the (H T
. ext
aussie pup —— Encoder

Image
Encoder

ém

T, T, Ty l Ty
—» L LT, | LT | 1Ty ' Ty
—» Iz LT |I2Tz | 12T; [Ty
— I3 I3T) | 13Tz | 13T I3 Ty
—» Iy Ly Ty | Iy Ty | IyTs Iy Ty

Ilustration of CLIP




5. Loss Functions

BCE loss:

N
1
BCE = == y,-log(p) + (1—,) -log (1= p)
i=0

Re-balance distribution focal loss (paper: Distribution-Balanced Loss
for Multi-Label Classification in Long-Tailed Datasets).

11
PE(xk) = ——
L (x ) Cni
1 1
I Ky — —_—
P'(x") = C "
yi=1
k Pic(xk)
CT PR
1
f=a

T T+ exp(—Bx (r — 1)



5. Loss Functions

We have distribution balanced loss (DB loss).
L (xk yk) — lz f_k lyk lUg (1 + e—(Zi-k—vi)) + 3(1 _ yk) log (1 + eﬂ(z{‘:—vi)):l
DB ] C » i i A i

We set p, as prediction of positive logits and p_ as prediction of
negative logits.

1 1

BT Thedw P T T emacku

DB-loss can be re-written as:

C
1 1
Lop(ek,y9) = =2 ) 7 [y¥log(.) + 5 (1 - yE) log(1 — )
i=0

For focal version of DB loss can be written as:

LDB—focal(xk: yk)

C
1 1
= _EZO | = p. 7y 108, + 5 07 (1 - ) log(1 = p)|



6. Semi-supervised Learning (SSL)

Data Supervised

) ) B Loss ‘
Partially __| . Supervised
Labelled Learning Model

I J + ‘ SSL Loss

Ml Semi-Supervised -

Loss

Mostly

Unsupervised
Unlabeled

Learning Model

?
?
?
?
2
?
?
?

i & SSL optimizes both Supervised and Unsupervised Loss

Some Learning Methods (*)

Supervised

Entropy Minimization

ey

Pseudo-Labeling

ey

I1-Model

" fay
AR

Measure

Py Ix) s,

® ClassA O ClassB @ Unlabeled \

Figure 7. The decision boundaries of supervised and different SSL algorithms on a two-moons shape dataset, with 6 labeled P ( X)
samples, 3 for each class, and the remaining points as unlabeled data. [15]
P(x) might contain information about P(y|x). One can
use unlabeled data to measure P(x), thereby P(y|x)

(*) Image from: https://jagan-singhh.medium.com/semi-supervised-learning-19e431bel6e



7. Auto-Encoder

<

Autoencoder Architecture




8. Activation Functions

PRelU (a=0.25)

_( x, ifx=0
X, ifx=0 PReLU(x) = {(xx, otherwise

ReLU(x) = {0, otherwise

Where « is a learnable parameter

If the nodes are converted to 0, then it will not make sense for the linear activation step in the next layer.
The problem is called "Dying ReLU". Here comes PRelLU (*).

(*) PReLU was introduced in 2015 in the paper “Delving deep into rectifiers: Surpassing human-level performance on imagenet classification” as the first time a machine learning
model beats humans on the image classification task.



DATA

1. Overview Data

2. Data Preprocessing



1. Overview Data

The contest: Multimedia Automated Misogyny
Identification (MAMI) [1]

Use both available images and text to identify inappropriate memes for women.
The contest task for their MAMI dataset consists of two main functions:

Task A: Identify memes with hateful content. The memes will be classified as
either hate women or not hate women. The task is equivalent to a binary
classification task.

Task B: Identify memes with misogynistic content by incorporating

identification of categories such as stereotyping, shame, protest, and violence.
The task is equivalent to a multi-label classification task with 4 binary labels.

[1] E. Fersini et al., “SemEval-2022 Task 5: Multimedia Automatic Misogyny Identification,” in Proceedings of the 16th International Workshop on Semantic Evaluation (SemEval-2022),
Seattle, United States, Jul. 2022, pp. 533-549. doi: 10.18653/v1/2022.semeval-1.74.



1. Overview Data

Sample Training datasets
. Train: 8000 .

Train: 10 000 ; Val: 2000 Labeled data: 2000
Test: 1000 Test: 1000 Unlabeled data: 6000

file_name Text Transcription misogynous shaming stereotype objectification violence
0 5532.jpg My Mom telling me behave or I'll end up like t... 0 0 0 0 0
1 3144.jpg 1511 BestDemotivationalPosters.com CORN DOG? Y... 1 0 1 1 0
2 7755.jpg APROSTITUTE GAVE ME ALL MONEY SHE MADE FOR TH... 0 0 0 0 0
3  4959pg IM GONNA SLAP [Yizl— SAN ANICE PACK ON RIHANNA... 1 0 0 0 1

Content: dataset MAMI




1. Overview Data

Column Name

file_name
Text Transcription
misogynous

shaming
stereotype
objectification

violence

Meaning

Name of image file

Extracted OCR Text in Meme

Memes are classified as misogynous ("1") or not misogynous
("0"). Used for task A.

Memes are classified as shaming ("1") or not shaming ("0").
Used for task B.

Memes are classified as a stereotype ("1") or not stereotype
("0"). Used for task B.

Memes are classified as objectification ("1") or not
objectification ("0"). Used for task B.

Memes are classified as violent ("1") or not violent ("0"). Used
for task B.

Table 1: Meaning columns in metadata of MAMI dataset



1. Overview Data

Number of label emotion on trainning dataset

7000 1

6000 1

S000 1

4000 1

3000 1

Trpe Emotion

2000 1

1000 1

not_violence viclence  not_objectification objectification  not_stereotype sterectype not_shaming shaming not_misogynous  MiSOgynous
Number of label

Number of samples by category



. Data Preprocessing

Length of text in Meme
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2. Data Preprocessing

Text

+ Remove URL mixed-in text

+ Remove non-ASCII characters

+ Convert all characters to lowercase
+ Remove punctuation.

Image
+ Resized to a square image with a size of
768x768 to fit the size of the pretrain model

I CARE ABOUT,WOMEN'S RIGHTS [lcoogLe ciromE xzer?;:/nnsnms ON ME
You! Wl\NTEﬂ ﬂBﬂMﬂ S BIRTH Q i

»v

mcnus:w \ &

; SANI]WIGH 10 MAI(E ME

IET ME TELL YOU SOMETHING
ON'BEHALF OF WOMEN

\ , .Y‘ - EVERYMHERE:
A6\ g I
Sy 4
NGt
You do (I k b d
Steve is hot and yours If Ther:
perfect eve ryway to ] I g

delity
P =<5 I m not jealous I ] gay

Some examples of memes that used in the MAMI dataset with different size



METHODOLOGY

1. Overview
2. Cross Modality Auto Encoder (CROM-AE)

3. Raw and Cooked Features Classification Model (RAW-N-COOK)



1. Overview
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Figure 18 Overall our SSL methods



2. Cross Modality Auto Encoder (CROM-AE)

ﬁtext = AEimage(Fimage)

[Encoder Decoder 5 =
Fimage - AEtext (Ftext)
/
F; ‘”:' /_\ LAEimage = MSE(Ftext’ Ftext)
image ﬁ’ — E
Lty = MSE (Fimages Fimage)
S ; gerimage
f‘.‘. .’USE(Ftpu-Flnl) -
N
Einmge

J‘[SE(F‘,’muyr- Fimuy( )

Decoder PRelLU

Linear

Output

Detail Architecture

Figure 19 The pipeline of CROM-AE



3. Raw and Cooked Features Classification Model (RAW-N-COOK)

Etea:t Em—— Ztm’! _
5 Linear | Re LU| | Dropout

frozen |

Eima e ——> .
g Zimaye-——> Linear| |Re LU| | Dropout

[

Jrozen

sigmoid —»predictzfon

‘ ‘

Linear

|
|Linear| \Re LU

Dropout

Dropout

ﬂmage—" | Linear| Re LU

Figure 20 The architecture of our proposed finetune model

RAW-N-COOK fuses latent representation from encoders (cooked features) and original CLIP features (raw features). The model is
trained with distribution balanced loss.
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1. Evaluation metric

2. Experiment setting

3. Benchmark

4. Experiment result
5. Analysis

6. Ablation study



1. Evaluation metric

F1 weighted score: weighted average AUC score: is the are under the ROC curve.
The sum of the F1 score.
A
TP
Fl(class =1) = T TPR = TP (23)
TP+§(FP+FN) ~ TP +FN 1
FP (24) TP vs FP rate
Fl(class =0) = w FPR = at one decision
TN + % (FP + FN) FP+TN Q
2 ® threshold
~
c.
F1(class = 0) + F1(class = 1) =
F1 —macro = 2 \ TP vs FP rate
at another
n decision threshold
1
F1 —weighted = o——— Z F1 — macro; - support; >
X support; & 0 FP rate 1



2. Experiment setting

We benchmark on the MAMI dataset and compare it with 7 methods:

CMML-CLIP, CMML-ORIGIN,TIB-VA, Visual Bert,Extpienet, Vilt,
Lxmert.

Tuning gamma for different label ratio data setting:

|___Ratio | y(StepLR) | Epochs | Learning rate | Batchsize | Optimizer |
[ 03 | 0.85 50 le-4 40 Adam
0.9 50 le-4 40 Adam
[ 0.05 | 0.93 50 le-4 40 Adam

Table 2 Hyperparameters gamma for different settings



3. Benchmark

CMML CMML-CLIP TIB-VA VisualBERT VILT Lxmert
origin

0.7433 0.5673 0.7265 0.7083 0.6337 0.4422 0.6010 0.6005
“ 0.7184 0.5496 0.6872 0.5885 0.5583 0.4139 0.5566 0.5597
m 0.6792 0.5256 0.6496 0.4150 0.5174 0.4139 0.5456 0.5303

Table 3 Weighted-average F1-Measure on Test Set

CMML CMML-CLIP TIB-VA VisualBERT ViLT Lxmert
origin

0.8310 0.6234 0.8289 0.8333 0.6825 0.5043 0.6948 0.6684
0.8145 0.5794 0.7956 0.7901 0.6119 0.4833 0.6312 0.6163
m 0.7989 0.5647 0.7664 0.7093 0.5604 0.4761 0.5978 0.5986

Table 4 AUC Measure on Test Set



4. Experiment result

AUC (p=0.05)
== VILT = Lxmert = Visual Bert = Extpienet = OURS = CMML-ORIGIN
m— CMML-CLIP = TIB-VA

AUC (p=0.1)
= ViLT = Lxmert = Visual Bert = TIB-VA = Extpienet = OURS

ié = CMML-CLIP = CMML-ORIGIN

0.8

vw/"’\—/

0.5
epochs epochs
10 20 30 40 50 10 20 30 40 50
AUC (p=0.3)
= Lxmert = Visual Bert = Extpienet = TIB-VA = CMML-ORIGIN

= QURS: = CMML=CLIP = VilLT

10 20

epochs

30 40 50

Figure 22 AUC scores on validation set benchmarked on 8 methods with 50 epochs training



4. Experiment result

F1 weighted score (p=0.05)

O viLT O Lxmert 0O Visual Bert 0[O Extpienet [ OURS [J CMML-ORIGIN
O CMML-CLIP [ TIB-VA

0.75

0.7

0.65
0.6

0.55
0.5

0.45

epochs
04 P

10 20 30 40 50

F1 weighted score (p=0.1)

= ViLT = Lxmert = Visual Bert = TIB-VA = Extpienet = OURS
= CMML-CLIP = CMML-ORIGIN

epochs
0.4 P

10 20 30 40 50

F1 weighted score (p=0.3)
= Lxmert = Visual Bert = Extpienet = TIB-VA = CMML-ORIGIN
= QURS = CMML-CLIP ™ ViLT

0.75

0.7
0.65
0.6
0.55
0.5

0.45

10 20

epoTns

30 40 50

Figure 23 F1 weighted scores on validation set benchmarked on 8 methods with 50 epochs training



5. Analysis

Cooked feature Zj;;q4¢ keeps the
disentanglements between
classes, like raw features Fip,qge-

-2

Text Feature from Our Encoder

Cooked feature Z; oyt
disentangles classes so much,
even without seeing any labels,
compare to raw features Fi,,¢.




6. Ablation study

w/o CROM-AE w/o DB loss w/o DB loss +
encoders CROM-AE
encoders

0.7433 0.7365 0.7316 0.7074

Table 5 Ablation: Weighted-average F1-Measure on Test Set



CONCLUSION

1. Conclusion

+ Successfully applied semi-supervised learning for sentiment analysis of memes in
the image macros form

+ Created a SOTA approach employing multiple improvements: CLIP

features, unsupervised pre-train on unlabeled data, integrating pre-train models into
the supervised model, and applying a balance loss function

+ Help to leverage a huge amount of unlabeled memes on the internet and solve the
annotation process's pain points

2. Future works

+ Benchmark on other datasets
+ End-to-end approach



Thanks for
Your attention

Any questions please contact our via email
phamthaihoangtung@gmail.com
viethguyen@gmail.com
ngotienanhmathk27@gmail.com
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