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ABSTRACT

Fashion parsing is a fundamental task when deploying applications such

as product images search, recommended, visual try on,..etc. It must first

recognize the human body component of the input image in order to deter-

mine where the clothing area is located and then synthesise clothes in that

location. However, this is quite complicated because the clothes are not

uniform in style: wrinkling, fading overtime or the minor inter-class vari-

ance: The factors that make an image distinguishable from other classes

are quite small (the long skirt image may be mistaken for a slightly shorter

skirt or cross-domain issues: the user domain image is different from the

store domain image.

This thesis presents an approach for a fashion parsing task: detect the

type of clothes and segment on pixel level in the images. We found that

not every feature map is important to pay attention to and conversely

there are feature maps that bring a lot of important information. Previ-

ous works have not focused on using this mechanism for fashion parsing

tasks. Therefore, we tested the attention mechanism on the Mask-RCNN

with modified backbone feature extraction to know how this mechanism

affects model result: Integrated channel attention in backbone to collect

more important features about clothes and suppress less useful features.

Experiments show that applying the channel attention module does not

improve results than the original mask-rcnn and state of the art models.

Keywords: Fashion parsing, Object detection, Segmentation, Channel

attention
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Chapter 1

INTRODUCTION

1.1 Motivation

The field of e-commerce is increasingly developing in the current tech-

nology era. Major e-commerce sites like Shopee, Lazada, Alibaba always

try to come up with new features for their systems to help interact with

customers better, typically the feature of searching products by image or

language. To do this, it is necessary to solve the problem of product

identification and zoning. Therefore, the laboratories at corporations are

always trying to improve their models. However, for fashion clothing prod-

ucts, this is relatively complicated and difficult task. Firstly, There are

many clothes/products in one photo, usually a photo of a person wearing

a costume with 2 or more items. Secondly, the large intra-class variance:

external conditions such as lighting, background noise, clothing shape,

distortions and deviations between user domain and store domain images

(shop domain) makes images from domains relatively/absolutely difficult

to parsing. Thirdly, the minor inter-class variance: the factors that make

an image distinguishable from other classes are quite small (the long skirt

may be mistaken for a slightly shorter skirt,... )

In this thesis, we focus on detecting clothing types and localising them

on input images from different conditions. There are many methods for this

problem, but all are based on the basic instance and semantic segmentation

models such as Mask-RCNN[1], U-Net[2], DeepLab[3],...
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1.2 Related Work

Fashion parsing, also known as human parsing or clothes parsing, is a

type of semantic segmentation in which labels are created based on cloth-

ing items such as dresses and pants. Figure 1 shows examples of fashion

parsing tasks. Yamaguchi et al. [4] were the first to work on fashion

parsing. By mutually improving two difficulties, they utilised the link be-

tween garment parsing and human posture estimation. In a Conditional

Random Field model, apparel labels for each picture segment were pre-

dicted with regard to body components. The clothing predictions were

then used as extra characteristics for pose estimation. Their research, on

the other hand, was primarily focused on the limited parsing problem,

in which test photographs were processed using user-supplied tags to in-

dicate displayed apparel items. [5, 6] advocated garments parsing using

a retrieval-based strategy to solve this problem. Similar photos from a

parsed dataset were initially collected for a specific image, and then dense

matching was used to transfer the nearest-neighbour parsings to the final

result. Liu et al. [7] presented the fashion parsing task with weak supervi-

sion from colour-category tags instead of pixel-level tags since pixel-level

labels were time-consuming for model training. To create category clas-

sifiers, they integrated the human posture estimation module with the

(super)pixel-level category classifier learning module. They finished the

parsing operation by applying the category tags. In 2019, human parsing

problems were considered using hierarchical graphs. Wang et al. [8] char-

acterised the human body as a hierarchy of multi-level semantic elements

and used three techniques to capture human parsing information for im-

proved parsing performance (direct, top-down, and bottom-up). Gong et

al. [9] used hierarchical graph transfer learning based on the traditional

parsing network to create Graphonomy, a generic human parsing model

that consisted of two processes, to tackle human parsing in many domains

with a single model without retraining on diverse datasets. It learned

and propagated a compact high-level graph representation among labels

within a single dataset before transferring semantic information across sev-
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eral datasets. The Match R-CNN[10], which based on mask-rcnn method

for both clothes detection and segmentation, landmark detection, fash-

ion retrieve was published as demo in DeepFashion 2[10] dataset paper.

In 2020, DeepFashion2 challenge announcement top winning method for

fashion detection: Aggreation and Finetuning[11], DeepMark[12], Deep-

Mark++[13].

Figure 1.1: Example of Fashion parsing task[14]

1.3 Objective and Contribution

In this thesis, we purpose the approach for fashion parsing on the Deep-

Fashion2 dataset. The task aim to classify accurate diversity clothes cater-

gories, draw the bounding box which all-encompassing object and then

labeling correct pixel. For detection and segmentation, we use the Mask-

RCNN model. In the backbone feature extraction, we use Feature Pyramid

Network[15] with ResNet101[16] at the bottom-up pathway. To enhance

attention on channel to know where important information and how rela-

tionship between feature maps, the Squeeze and Excitation[17] network is

integrated on all ResNet block before shortcut layer. DeepFashion2 is a

dataset with variety of fashion models and data imbalance, so we designed

a training strategy to handle this problem.
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1.4 Outline

Chapter 1: A general introduction about Fashion parsing, and the

scope of this thesis.

Chapter 2: The basic knowledgement to understand this thesis.

Chapter 3: An overview of all the methods used on this project for

implementation.

Chapter 4: Details implementation of the method introduced in the

previous chapter. We will try to pre-process and extract feature input

images, and then detect bounding boxes and localise pixel

Chapter 5: Perform experimental results from the training model and

evaluation metrics. We also include comparisons of our method to the

baseline and SOTA method of the same task.

Chapter 6: Conclusion about the results of testing our models and

possible future works that could be done for further improvisation.
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Chapter 2

BACKGROUND

2.1 Neural Network

The Neural Network(NN)[18] is a computer programming paradigm

that mimics the behaviour of human neural networks. Neural networks,

when combined with deep learning(DL), are a flexible tool for solving a

variety of complicated issues, such as image classification, natural language

processing. Artificial intelligence is now a common topic in a variety of

science and technology sectors.

Figure 2.1: Simple Neural Network[19]

2.1.1 Basic Components

Unit

In terms of Neural Network, a unit is a node, also known as a neuron

or a Perceptron, is a computing unit with one or more weighted input

connections, a transfer function that somehow mixes the inputs, and an
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output connection.

Layer

The Neural Network is made up of three types of layers: The neural

network’s initial data is stored in the input layer. Hidden layers are a

layer that sits between the input and output layers and is where all of the

calculation takes place. Produce a result for supplied inputs in the output

layer.

Figure 2.2: Layer of Neural Network[20]

Activation Function

In a neural network, an activation function specifies how the weighted

sum of the input is turned into an output from a node or nodes in a layer.

A weighted sum of inputs is passed through an activation function and

this output serves as an input to the next layer.

ReLU

The rectified linear activation function (ReLU) is a piecewise linear

function that, if the input is positive, outputs the input directly; else, it

outputs zero(see Figure 2.3). Because a model that utilises it is quicker

to train and generally produces higher performance, it has become the

default activation function for many types of neural networks.

Sigmoid

The sigmoid function is a special form of logistic function and used as an

activation function in a neural network to guarantee that the output of this
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unit will always be between interval 0 and 1(see Figure 2.4). Because the

sigmoid is a nonlinear function, the output of this unit will be a nonlinear

function of the weighted sum of inputs.

Figure 2.3: The ReLU function[21]

Figure 2.4: The sigmoid function[22]

Softmax

The softmax function calculates the probability of a class occurring

out of the total of all possible classes. This probability is then used to

determine the target class for the inputs. The softmax function turns the

k-dimensional vector of any real values into a real-valued k-dimensional

vector that sums to 1. The input values can be positive, negative, zero,
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or greater than 1, but the softmax function will always turn them into a

value in the range (0 : 1].

σ(z⃗)i =
ezi∑K
j=1 e

zj

Z⃗ : Input vector value for softmax function, (from z0 to zk)

Zi : All z values are input vector values for softmax function. They can

be any real number, positive, negative or zero. For example, an artificial

neural network might have an output vector value of (−0.62, 8.12, 2.53).

This is not a correct probability distribution. That’s why we need the

softmax function.

ezi : The standard exponentiation function is applied to each input

value. It will return a positive value greater than 0 . This value will be

very small if the input is negative, and very large if the input is positive.∑K
j=1 e

zj : The bottom line of the formula is a normalised cluster. It

guarantees that the sum of the outputs will always be 1 and be in the

range (0 : 1]. Thus, an exact probability distribution will appear.∑K
j=1 e

zj : Number of classes in a multi-class classification.

Weight

In a neural network, the weight parameter changes input data within

the network’s hidden layers. A neural network is built up from nodes and

a weight, a bias value are all contained within each node.

Loss function

Loss is a prediction error of the Neural Network. The Loss Function is

a component to calculate the loss, or gradient. And gradients are used to

update the weights of the Neural Network.

• Cross-Entropy loss:

loss(x, y) = −
∑

x log y

To understand the probability distribution of the data, cross-entropy

is employed as a loss function. While other loss functions, such as

squared loss, punish inaccurate predictions, cross entropy penalizes
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incorrect predictions even more when they are anticipated with high

confidence. Cross entropy differs from negative log loss in that it

penalizes both incorrect but confident predictions and accurate but

less confident predictions, whereas negative log loss does not penalize

according to prediction confidence.

• Loss Smooth L1(Huber loss):

loss(x, y) =

0.5(x− y)2, if |x− y| < 1

|x− y| − 0.5, otherwise

If the absolute error is less than 1, it uses a squared term; otherwise,

it uses an absolute term. It is less susceptible to outliers than the

mean square error loss, and it can avoid explosive gradients in some

instances. We square the difference in mean square error loss, result-

ing in a value that is substantially bigger than the initial number.

Gradients explode as a result of these high values. This is avoided in

this case because integers bigger than one are not squared.

2.2 Convolution Neural Network

Figure 2.5: Example basic of CNN architecture[23]

A Convolutional Neural Network (ConvNet/CNN)[24] is a Deep Learn-

ing system that can take an input image, assign parameters (learnable
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weights and biases) to various aspects/objects in the image, and distin-

guish between them. When compared to other classification methods, the

amount of pre-processing required by a ConvNet is significantly less. While

basic approaches need hand-engineering of filters, ConvNets can learn these

filters/characteristics with enough training.

The design of a ConvNet is inspired by the organisation of the Visual

Cortex and is akin to the connection pattern of Neurons in the Human

Brain. Individual neurons can only respond to stimuli in a small area of

the visual field called the Receptive Field. A number of similar fields can

be stacked on top of each other to span the full visual field.

Pooling layer

The Pooling layer, like the Convolutional Layer, is responsible for shrink-

ing the Convolved Features spatial size. Through dimensionality reduction,

the computer power required to process the data is reduced. It’s also bene-

ficial for extracting rotational and positional invariant dominating features,

which helps keep the model’s training process running smoothly.

Pooling may be divided into two types: max pooling and average pool-

ing. The largest value from the part of the picture covered by the Kernel

is returned by Max Pooling. Average Pooling, on the other hand, returns

the average of all the values from the Kernel’s section of the picture.

Figure 2.6: Max pooling: Each pooling operation selects the maximum value of the

current view (Left); Average pooling: Each pooling operation averages the values of

the current view (Right)[25]
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Max Pooling works as a Noise Suppressant as well. It removes all noisy

activations and conducts de-noising and dimensionality reduction at the

same time. Average Pooling, on the other hand, just reduces dimension-

ality as a noise-suppressing strategy. As a result, we may conclude that

Max Pooling is better than Average Pooling.

Fully Connected Layer(FCN)

Adding a Fully-Connected layer is a (typically) low-cost approach of

learning non-linear combinations of high-level information represented by

the convolution layer’s output. In such an area, the Fully-Connected layer

is learning a possibly non-linear function.

We’ll flatten the image into a column vector now that we’ve turned it

into a format suited for our Multi-Level Perceptron. Every round of train-

ing uses backpropagation to send the flattened output to a feed-forward

neural network. The model can discriminate between dominant and cer-

tain low-level characteristics in pictures across a number of epochs and

categorise them using the Softmax Classification technique.

2.3 Object Detection

Object detection is a critical computer vision problem that involves

recognizing things of a certain class in digital photos and movies, such as

birds, people, and cars. Face detection, facial identification, object track-

ing, and video surveillance are some of the other uses of object detection.

Instead of limiting our focus to classify an image, we should broaden it to

accurately estimate the positions of items in a digital image to acquire a

thorough comprehension of it. The input for this task will be an image

with one or more objects, and the output will be an image with bounding

boxes around those different objects and a label specifying the object’s

class in the bounding box. Image Segmentation can help boost the object

detection process even further.
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Figure 2.7: Example of object detection

2.3.1 Region Based Convolutional Neural Network(RCNN)

Convolution Neural Network (CNN) with a fully connected layer is not

able to deal with the frequency of occurrence and multi objects. So, one

way could be that we use a sliding window brute force search to select a

region and apply the CNN model on that, but the problem of this approach

is that the same object can be represented in an image with different sizes

and different aspect ratio. While considering these factors we have a lot of

region proposals and if we apply deep learning (CNN) on all those regions

that would be computationally very expensive.

Ross Girshick et al.in 2013[26] proposed an architecture called R-CNN

(Region-based CNN) to deal with this challenge of object detection. This

R-CNN architecture uses the selective search algorithm that generates ap-

proximately 2000 region proposals. These 2000 region proposals are then

provided to CNN architecture that computes CNN features. These fea-

tures are then passed in an SVM model to classify the object present in

the region proposal. An extra step is to perform a bounding box regressor

to localize the objects present in the image more precisely.
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Figure 2.8: Example of RCNN workflow[26]

Region Proposals: Region proposals are simply the smaller regions

of the image that possibly contain the objects we are searching for in the

input image. To reduce the region proposals in the R-CNN uses a greedy

algorithm called selective search.

Selective Search: Selective search is a greedy algorithm that combines

smaller segmented regions to generate region proposals. This algorithm

takes an image as input and output generates region proposals on it. This

algorithm has the advantage over random proposal generation is that it

limits the number of proposals to approximately 2000 and these region

proposals have a high recall.

Selective search algorithm:

Step 1: Generate initial sub-segmentation of input image.

Step 2: Combine similar bounding boxes into larger ones recursively.

Step 3: Use these larger boxes to generate region proposals for object

detection.

Fast RCNN

To speed up R-CNN, Girshick[27] improved the training process by

merging 3 independent models into a common training framework and in-

creasing computational sharing. This model is called Fast R-CNN. Instead

of extracting CNN feature vectors for each region proposal, this model ag-

gregates them into a CNN forward across the entire image and region

proposals that share feature matrices. Then, the same feature matrices

will be branched to be used for classification as bounding-box regression.
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Figure 2.9: Example of Fast-RCNN workflow[27]

ROI Pooling: This is a type of max pooling used to convert features

in the projected region of the image of any size (h x w) into a window

with a fixed size (H x W). The input region will be divided into H x W

grids, approximately for each subwindow of size h/H x w/W. Then use

max-pooling for each grid.

Figure 2.10: Example of ROI Pooling[28]

Faster R-CNN

One solution to speed up the Fast RCNN algorithm is to integrate the

region recommendation algorithm into the CNN model. Faster RCNN [29]

is doing exactly this: building a single model consisting of an RPN (region

proposal network) and a Fast RCNN with a shared CNN.

Faster RCNN Workflows

Step 1: Using CNN pre-train on image classification

Step 2: Fine-tune RPN (region proposal network) for the region pro-

posal task, initialised by pre-train image classifier. Positive examples have

IoU ¿ 0.7, negative examples have IoU ¡ 0.3
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Figure 2.11: Faster R-CNN architecture[29]

+ Slide a small window of size n x n over the entire CNN feature of the

image

+ At the centre of each window, we predict multiple regions with differ-

ent scales and ratios at the same time. Anchor is a combination of sliding

window centre, cal and ratio. For example, 3 scales + 3 ratios =¿ k = 9

anchors at each slip position.

Step 3: Train the Fast R-CNN model using proposals region generated

from the current RPN -

Step 4: Then use Fast R-CNN network to initialise RPN training. While

keeping the convolution layers shared, just fine-tune the specific RPN lay-

ers. At this stage, RPN and detection networks have shared convolution

layers! -

Step 5: Finally, we will fine-tune the separate layers of Fast R-CNN.

Step 6: Steps 4-5 can be repeated to train the RPN and Fast R-CNN

if needed.

Loss Function of Faster-RCNN: is a combination of classification loss

and bounding-box regression loss:
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L = Lcls + Lbox

L ({pi} , {ti}) =
1

Ncls

∑
i

Lcls (pi, p
∗
i ) +

λ

Nbox

∑
i

p∗i · Lsmooth
1 (ti − t∗i )

where loss classification defined as

Lcls (pi, p
∗
i ) = −p∗i log pi − (1− p∗i ) log (1− pi)

2.4 Image Segmentation

Image Segmentation means that the problem will divide an image into

many different image regions. Image Segmentation also has the same goal

as object detection, which is to detect areas of an image containing objects

and assign appropriate labels to them. However, the standard of accuracy

of Image Segmentation is higher than that of Object Detection when it

requires accurate prediction labels to every pixel. Although Image Seg-

mentation requires a higher level of detail, in return the algorithm helps

us to understand the content of an image at a deeper level when we know

at the same time: The position of the object in the image, the shape of

the object and which individual pixel belongs to the object.

Figure 2.12: Different between Semantic and Instance segmentation[30]

2.5 Mask R-CNN

Mask R-CNN is an extended version of Faster R-CNN in pixel-level

image segmentation. The key point is to separate the task of classification
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and mask prediction at the pixel level. Based on Faster R-CNN, Mask

RCNN adds a brand to predict the object’s mask parallel with the bound-

ing box branch. Mask detection is a fully-connected network applied to

each RoI.

Figure 2.13: Mask-R CNN extend Faster-RCNN module[1]

Since pixel-level segmentation requires much smoother alignment than

bounding-box, Mark R-CNN improves the RoI Pooling layer so that RoI

can be mapped more accurately to regions of the original image.

ROI Align: RoIAlign is designed to find misplaced errors caused in

RoI pooling. RoIAlign eliminates hash quantization, for example, by using

x/16 instead of [x/16], so that the extracted features can be exactly aligned

with the input pixels. Bilinear interpolation is used to calculate floating

point position values in the input.

Loss Function of Mask-RCNN: is a combination of 3 losses: classifica-

tion, localization and segmentation mask:

L = Lcls + Lbox + Lmask

where: loss box and loss classification are the same as Faster-RCNN. Loss

mask defined as:

Lmask = − 1

m2

∑
1≤i,j≤m

[
yij log ŷ

k
ij + (1− yij) log

(
1− ŷkij

)]
where: yij is the label of cell (i, j) ŷ

k
ij is predict value of pixel (i, j) for each

class k
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Mark RCNN generates a mask of size m×m for each RoI and each class

(K classes). Therefore, the output is of size K ·m2. Because the model is

trying to learn one mask for each layer, there is no competition between

layers to create the mask.

Figure 2.14: Difference of architecture between R-CNN, Fast R-CNN, Faster R-CNN

and Mask-RCNN[31]
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Chapter 3

METHODOLOGY

3.1 Network Architecture

Figure 3.1: General our Mask-RCNN architecture[32]

Model workflow

1. The image input to backbone to feature extraction

2. Mask R-CNN has an additional Binary mask classifier block along

with the RPN stage as in Faster R-CNN. This block generates masks

for every class in the image, and the RPN will give the bounding box

details.

3. Every image then goes through a CNN to generate multiple RoI using

the mask classifier to obtain the feature maps.
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4. The RPN block uses Non-Max suppression to get the nine anchors’

highest object scores.

5. Mask R-CNN uses an RoI aligned network to get multiple bounding

boxes around an object and warps it to a single dimension.

6. As in Faster R-CNN, these warped features are fed to an FC network

to obtain the object class and the bounding box from Softmax and

regressor blocks, respectively.

7. Along with the FC network, the warped features are fed to the Mask

Classifier block, which uses multiple CNNs to generate the masks

around every class’s objects.

3.2 Feature extraction

The first step prediction model is feature extraction. In this step, we

use backbone with Feature pyramid network and Resnet101 as bottom-up

of this network.

3.2.1 Feature Pyramid Network

Figure 3.2: FPN architecture[33] Figure 3.3: Top Down Pathway[33]

Object detection using multi-scale images for a small object is difficult.

We can address this difficulty by detecting the item with a pyramid of

the same picture, however it takes a long time. When speed is not a
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concern, we can utilise this method. Feature Pyramid Network (FPN) is

designed to address the accuracy and speed limitation issues. FPN can be

replaced with the traditional feature extractors to obtain multiple feature

maps, which provide better quality feature information. FPN has both

bottom-up and top-down pathways. The dataflow looks as figure 3.2

The spatial resolution of the image grows as we progress from the top

to the bottom levels, while the semantic value declines (figure 3.3]). The

usual feature extractors used in CNNs are the bottom-up route.

Mask R-CNN follows a top-down approach. It combines semantically

resilient low-resolution characteristics with semantically weak high-resolution

features. FPN collects all semantic characteristics from a single scale, elim-

inating issues such as power consumption and memory use.

3.2.2 Channel Attention

To allow our model to emphasise important information features and

suppress less useful features, we using Squeeze and Excitation Network(SE-

Net) integrate bottom-up backbone ResNet101. The general architecture

of SE-Net show in figure 3.4 and the SE-ResNet show in figure 3.5. he

architectural unit is designed to improve the representational power of a

network by enabling it to perform dynamic channel-wise feature recalibra-

tion.

Figure 3.4: SE-Net architecture[17]

Ftr : X → U,X ∈ RH ′×W ′×C ′
,U ∈ RH×W×C
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where: Ftr is the convolutional operator for transformation of X to U.

This Ftr is the residual block. U be defined as:

uc = vc ∗X =
C ′∑
s=1

vs
c ∗Xs

where V = [v1, v2, . . . , vc] is the learnt set of filter kernels.

Squeeze: Produce a channel descriptor by aggregating feature maps

across their spatial dimension (HxW)

zc = Fsq (uc) =
1

H ×W

H∑
i=1

W∑
j=1

uc(i, j)

The result of the transformation U can be thought of as a grouping of

local descriptors whose statistics are representative of the entire image. It

is suggested that global spatial information be crammed into a channel

descriptor. This is accomplished by generating channel-specific data via

global average pooling.

Excitation: Produce a collection of per-channel modulation weight

s = Fex(z,W) = σ(g(z,W)) = σ (W2δ (W1z))

where δ is ReLU function

The workflow of this unit is:

Step 1: The block has a convolutional block as an input.

Step 2: Each channel is ”squeezed” into a single numeric value using

average pooling.

Step 3: A dense layer followed by a ReLU adds non-linearity and output

channel complexity is reduced by a ratio.

Step 4: Another dense layer[34] followed by a sigmoid gives each channel

a smooth gating function.

Step 5: Finally, we use the side network to weight each feature map of

the convolutional block; this is called ”excitation.”

3.3 Region Proposal Network(RPN)

The Region Proposal Network(RPN)[1] applies a lightweight binary

classifier to a large number of boxes (anchors) over the image and pro-
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Figure 3.5: ResNet and SE-ResNet architecture[17]

duces object/no-object scores. Anchors with a high objectivity score (pos-

itive anchors) advance to the second stage of classification. Even positive

anchors don’t always completely cover objects. As a result, the RPN re-

gresses a refinement (a delta in location and size) to be applied to the

anchors in order to shift and resize it to the correct object boundaries.

The RPN targets are the RPN’s training values. To create the targets,

we start with a grid of anchors that span the entire image at various sizes,

and then use a ground truth object to compute the anchors IoU. Positive

anchors are those that have an IoU >= 0.7 with any ground truth object,

and negative anchors are those that don’t cover any object by more than

0.3 IoU. Anchors in between (i.e. cover an object by IoU >= 0.3 but

< 0.7 ) are considered neutral and excluded from training. We compute

the shift and resizing needed to have the anchor entirely cover the ground

truth object when training the RPN regressor. The top ten highest anchor

scores are shown in the figure below

Non-Maximum Suppression[35]: Object detection models typically

provide a large number of bounding boxes as a result of their output. When

such data is produced, there will be multiple bounding boxes for the same
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Figure 3.6: RPN output for each stage

object, resulting in information redundancy when our goal is to have only

one bounding box per object. The Non-Maximum Suppression algorithm

was created to solve this problem by removing redundant bounding boxes

of the same object in the image.

- Input: An array of bounding boxes, each of which will have the form

(x1, y1, x2, y2, c), where: (x1, y1), (x2y2) are the top-left and bottom-right

coordinates of the bounding box, respectively.

c is the confidence score corresponding to that box, returned from the

object detection model.

- Output: An array of bounding boxes after the redundant bounding
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boxes have been removed.

Following the preceding phase, all bounding boxes have been sent to

the Proposal categorization stage. This stage takes the RPN’s regional

proposals and categorizes them. The output of this stage show in figure

3.7

3.4 Generating mask

This step takes the detections from the previous layer (fined bounding

boxes and class IDs) and runs the mask head to build segmentation masks

for each instance. We crop the mask pixel from image. The target mask

is the truth localize pixel form dataset annotation and prediction mask is

the predict localize pixel of model.



35

Figure 3.7: RPN classification for each stage
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Figure 3.8: Target mask of dataset and prediction mask of model

Figure 3.9: Final prediction of model



37

Chapter 4

IMPLEMENTATION DETAIL

4.1 Dataset

To training and testing model, we use DeepFashion2 dataset. It is a

large fashion database, contain 491K photos from both commercial retail-

ers and consumers of 13 popular clothing categories. The dataset is split

into a training set (391K images), a validation set (34k images), and a

test set (67k images). Visualise and statistic of DeepFashion2 are shown

in Figure 4.2

4.2 Implementation

4.2.1 Pre-processing

Data Argumentation

We use Data Argumentation[36] to rotate images by 25 degrees and add

noise to generate more data in classes with small sample sizes.

Mini mask

We need quite a bit of memory to save the masks. Numpy uses 1

byte to store 1 bit value. Therefore, with an image size of 1024x1024, we

need 1MB of ram memory to store it. If we have a dataset of about 1000

images, it requires 1GB of memory, which is quite large. In addition to

consuming memory, they also slow down the training speed of the model.

For improvement, instead of saving the entire mask of the whole image,

Mini Mask[37] will only save the pixels of the mask in the bounding box.
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Figure 4.1: Example categories clothes image from our dataset

Figure 4.2: Statistic sample per categories of training set

Using this way, we will save the main memory.

4.2.2 Implementation detail

We implemented our Mask-RCNN model in Tensorflow and Keras .

Because of changing architecture, we can not use the available pre-trained

model weight to transfer learning. So firstly of the training step we use

Common Object in Context(COCO)[38] dataset version minimal 2014 have
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Figure 4.3: Example of our Data Argumentation

Figure 4.4: Mini mask

35k images to pre-training. Then we load weight and use DeepFashion2 to

fine-tuning models, excluding the weight of fully connected layers because

2 dataset have different number classes. We limit 10000 samples for each

class. All experiments were performed on an NVIDIA T4 GPU. We use

SGD[39] optimizer algorithm with a weight decay of 0.0001 and momentum

of 0.9, learning rate of 0.001 for 200 epochs of network head layer, 200

epoch of layer 4+ with same learning rate and 100 epoch to fine tuning

all layer with learning rate 0.00025. Each epoch has 400 iterations. The

training time is 20 days.
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Chapter 5

EXPERIMENTAL RESULT

5.1 Evaluation Metrics

In this thesis, we evaluate Mask R-CNN’s performance on various datasets

by using Average Precision (AP). In general, precision is defined as

Precision =
True Positive

True Positive + False Positive
=

True Positive

Total detections

Where,

True Positive = A correct prediction of a positive class

False Positive = An incorrect prediction of a positive class

False Negative = An incorrect prediction of negative class

True Negative = A correct prediction of a negative class

For COCO datasets or COCO type datasets, mean average precision

(mAP) is often referred to as Average Precision. To better understand

AP, we need Recall along with Precision. A recall is defined as

Recall =
True Positive

True Positive + False Negative
=

True Positive

Total Ground truths

AP is given by calculating the area under the Precision-Recall curve.

APT =

∫ 1

0

P (r)dr

Where, P(r) = Precision as a function of Recall T = IoU threshold (For

AP50, T = 50% and for AP75, T = 70 AP for a class:

AP [ class ] =
1

Different Thresholds

∑
AP ( class, IoU )
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AP for all classes:

AP =
1

All Classes

∑
AP ( class )

Therefore, AP50 = AP at IoU @0.5 and AP75 = AP at IoU @0.75.

5.2 Qualitative Result

Figure 5.1: Model results on different image conditions

In Figure 5.1 are the model results under different conditions. We can

see that the model is well recognized in normal conditions: the image has

no noise and the viewing angle is not too narrow. In addition, for cases
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where the object is influenced by multiple human pose(figure 5.2), the

model still give good results. However, in the case of the person wearing

the outwears, the model still cannot identify the shirt inside. With the

segmentation results of both image conditions and human pose, we see

that the model has not yet correctly localized the pixels at the edge of the

garment. In fact, this is difficult task and unnecessary, because for appli-

cations of detection and segmentation problems, we only need to localize

the pixels relatively.

Figure 5.2: Model results on multiple human pose

5.3 Quantitative Result

We have table 5.1 is the results of different IoU threshold: 0.5 and

0.75. Consider this table, the results range from 0.6 to 0.74. The area

be calculated in height x width of object. The AP of small and medium

object give low results, show that these object is difficult to detect.
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APbox APmask

AP 63.395 64.207

AP(IoU=0.50) 74.340 74.304

AP(IoU=0.75) 71.164 72.028

APsmall 30.050 26.386

APmedium 44.432 37.941

APlarge 63.613 64.531

Table 5.1: AP for bounding box and mask of difference IoU and area(HxW)

5.4 Comparative with other method

We can see that the experimental results are inferior to other exist-

ing methods. Compared with aggregation and fine tuning, deepmark

and deepmark++, these methods in turn use main models such as hy-

brid task cascade (this model is a new variant of mask-rcnn, has a large

number of parameters and computational complexity. This is much larger

than the other methods), centermark(this model has the smallest compu-

tational complexity when compared but gives quite good results). The

match-rcnn and our model are both based on the mask-rcnn model with

the same region proposal network and loss function, but different back-

bone(ResNet101+Channel attention of our model vs Resnet50 of original

paper) and training strategy(learning rate and weight decay). Our method

give lower result because we not have stronger computational power to fine

tuning long schedule(original paper have 8 gpus for experiment but we only

have 1 gpu) and the attention module require stronger weight to recogni-

tion what feature is important so it has omitted important information,

making the extracted feature backbone becomes poor, so the model’s re-

sults not as expected.
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Method APbox

Match R-CNN 0.667

Aggreation and Finetuning 0.764

DeepMark 0.723

DeepMark++ 0.737

Our 0.633

Table 5.2: Compare APbox with other method

Aggreation and Finetuning DeepMark++ Our

Short sleeve shirt 0.867 0.804 0.703

Long sleeve shirt 0.814 0.724 0.673

Short sleeve outwear 0.54 0.347 0.417

Long sleeve outwear 0.823 0.724 0.721

Vest 0.761 0.679 0.656

Sling 0.656 0.422 0.449

Shorts 0.784 0.721 0.629

Trousers 0.81 0.739 0.658

Skirt 0.818 0.74 0.752

Short sleeve dress 0.807 0.721 0.659

Long sleeve dress 0.659 0.542 0.54

Vest dress 0.812 0.71 0.704

Sling dress 0.773 0.605 0.675

Table 5.3: Compare APbox of each class with other method
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Chapter 6

Conclusion

6.1 Conclusion

This thesis proposes a lightweight method for fashion parsing tasks.

Mean Average Precision is used as our evaluation metric to compare the

predicted bounding box and mask with the ground truth in the image of

the dataset. The methodology we choose can be integrated into any fea-

ture extraction backbone of detection and segmentation model for fashion

parsing tasks by paying attention to important and less important features.

6.2 Future Work

All figures below show failure cases with clothes detection(Figure 6.1)

and mask labelling(Figure 6.2). We can see that, with images that are too

low quality or objects with too narrow an angle of view, are obscured or

with clothing underneath is superimposed by a jacket, the model will not

be recognisable. Our work is also limited by the resolution of the training

data, because training high resolution images require a large amount of

computing power that currently is not available. The mask-rcnn model

through our testing also shows that it does not give good results with the

studied problem and we believe that the above results can be improved by

simpler methods and less computational resources.



46

Figure 6.1: Failure case with detection[10]

Figure 6.2: Failure case with mask labelling
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